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Datasets
• Dataset 1 (Peritoneal Dialysis (PD)): 
• 656 patients, 13,091 records, 24.84% (163) mortality rate

• Dataset 2 (Covid Data Save Lives (CDSL)): 
• 4,255 patients, 42,204 records, 45.98% (540) mortality 

rate
• PubMed: 
• Over two million medical literature titles and abstracts

Models
• Machine learning model: Logistic Regression
• EHR-specific predictive model: ConCare
• Large language model: GPT-4o
• Retriever model: MedCPT

Challenge: How to enhance the interpretability and trustworthiness of AI model outputs for clinicians?
Objective: Develop an AI workflow that provides clinicians with interpretable and reliable decision-
making support that aligns with their clinical reasoning processes.

within the normal range slightly higher

critically low significantly below the average
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RetCare: Towards Interpretable Clinical Decision 
Making through LLM-Driven Medical Knowledge Retrieval

Zixiang Wang*, Yinghao Zhu*, Junyi Gao, Xiaochen Zheng, Yuhui Zeng, Yifan He, 
Bowen Jiang, Wen Tang, Ewen M. Harrison, Chengwei Pan, Liantao Ma†, Ling Wang†

Conclusion:  RetCare achieves the highest accuracy and F1 across 
both datasets, underscoring the potential for practical application 
in clinical decision-making scenarios.
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I think the mortality risk is 0.65. Albumin and systolic blood pressure are important 
for the patient.

I think the mortality risk is 0.06. Hypersensitive C reactive protein and white blood 
cells levels are important for the patient.

Based on relevant documents, the results of Model1 aligns with medical knowledge. 
Document [0] supports the importance of Albumin and Document [1] emphasizes 
the role of systolic blood pressure. Given the patient’s status and considering the 
relevant documents, a more balanced mortality risk prediction would be around 0.60.
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